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1 Preface

1.1 Background

In order to improve the high availability of HCPs, it is necessary to perform mirror hot
standby for HCPs. The HCP + Rose dual machine hot standby solution is to install HCP
and Rose software on two servers respectively. The two machines are divided into a
host and a standby machine. Under normal conditions, only one HCP on the machine
is running. Once the host fails, such as server downtime or HCP service abnormal stop,
Rose software will start the standby HCP service to take over the business, ensure the
continuous availability of services. By default, there is no need for manual intervention
in the handover process. The process of switching between the active and standby
machines requires a certain amount of time, and the service may be interrupted for a
short time.

In the original 1.X version of Rose hot standby solution, multiple services need to be
monitored by Rose. The watchdog cannot be used in Rose mode, resulting in complex
configuration and many usage costs for users. As the number of HCP service functions
increases, the complexity of the original solution gradually highlights. In HCP 2.4, there
is an urgent need for a new solution with simple configuration and good user experience,
which has been greatly optimized in previous HCP 2.2 and 2.3. The specific

configuration and usage scheme are as follows:

1.2 Terms and abbreviations

Abbreviation Describe

It is a solution software to realize fault tolerance and high
availability of two hosts. Its principle is to synchronize the
data between two hosts in real time through real-time
RoseReplicatorPlus
mirroring technology, and provide a virtual host for customers
to access. When one of the hosts goes down, the service is

automatically switched to the other host, and the external
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service address remains unchanged.

Rose Rose mentioned in this article is RoseReplicatorPlus

A service in HCP is divided into a background service and a

client with GUIl.Manage the start and stop of other services,

BeeAgent
and actively pull up services when other services are
abnormal.
StorageAccessComponent, a storage service access
SAC component developed by Hikvision, comprehensively

manages multiple storage servers and provides a unified

interface to the outside world.

2 HikCentral Pro 2.4 & RoseReplicatorPlus software ins
tallation configuration
2.1 Preliminary preparations

2.1.1 Software and license

v Platform software: HikCentral Professional V 2.4 installation package

v" HCP license: Although Rose needs to be deploved on two computers, o

nly one license is required here.

v Rose software: RoseReplicatorPlus for oversea-5.8.0-1783.221123-Window

s-x64
(Rose software can be obtained from the CD attached with the order, or c
an be found in the following link:

https://drive.ticklink.com/hcs/controller/hik-manage/fileDownload?link=8 L11k7y

E& Extraction code: 6666

v" Rose Dongle: Rose software needs to be deployed on the active and stand

by machines, so two authorizations are required. Rose Dongle is a hardwar

e dongle. which will be delivered when placing an order for Rose, and ca

n be inserted above the corresponding host and standby servers.



ftp://ftp400路径下获取/
https://drive.ticklink.com/hcs/controller/hik-manage/fileDownload?link=8L11k7yE&
https://drive.ticklink.com/hcs/controller/hik-manage/fileDownload?link=8L11k7yE&
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[Note]: A formal project must have a hardware dongle for Rose softwa
re to run normally.

For the instructions on changing the hardware dongle to a software license and
shipping after the order is placed, please refer to the Hiknow document "Operating
Instructions on Changing the Hardware dongle of Rose Hot Backup Software to a
Software License &lnstructions on the Shipping and Delivery Process after the
Order of rose Software License Materials". The link is as follows:

https.//hiknow. hikvision.com.cn/kms/kms/multidoc/kms_multidoc_knowledge/kms

MultidocKnowledge.do?method=view&fdld=17e3449f7545adael36928543f58bd
2f

2.1.2 Server requirements

v Network card requirements: You need to prepare two servers/virtual machines

as the active and standby machines on site, each of which must be installed with at

least two network cards.

Examples are as follows:

Server A (host) and server B (standby), server A is equipped with network card
A1l and network card B1, and server B is equipped with network card A2 and
network card B2

Al e A2 (Al and A2 network cards are used for service
communication between HCPs)

Bl - B2 (Bl and B2 are used for heartbeat communication, data
synchronization and transmission between PCs)

v" USB interface: If you purchase a hardware dongle, the two servers must have an

open and usable USB interface, which is not required if you use an ordinary license

code.

v" Hardware performance requirements: please refer to "HikCentral Professional

V2.4 Software Requirements &Hardware Performance"

v" System requirements: RoseReplicatorPlus supports Windows 7. Windows

server2008 R2 64bit or above. It is recommended to install Windows server2008
3
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R2 64bit or above operating system in the project.

[Note]: Each server needs to install the same version of the operating system,
and this hot standby solution only supports hot standby between physical
machines or virtual machines, and does not support hot standby between

virtual machines and physical machines.

2.1.3 Network related configuration

2.1.3.1 Firewall configuration

Ifthe firewall is enabled in the project, the following ports and network communication

permissions need to be opened on the firewall:

® TCP: 7320, 7330 (port required for copying Rose image), 5432 (database listening
port)

® UDP: 3000 (private network heartbeat port)

® [CMP (ping): Allow ICMP protocol messages to be transmitted in the network

2.1.3.2 Server IP address configuration

® The IP addresses of the two network cards on the host and the standby must be
manually configured, and DHCP automatic addressing cannot be enabled.

® The service IP and heartbeat IP of the host must be set in different network
segments, and the service IP and heartbeat IP of the standby must be set in different
network segments.

[Note]: The number of heartbeat network cards and service network cards can be

appropriately increased in the project to achieve network redundancy.

Examples are as follows:

v The service IP of the active and standby machines (that is, two IP addresses of the
10 network segments) are used for the communication of related services of the
HCP platform, and their corresponding physical network cards should be connected
to the user's network.

v The heartbeat IP addresses of the active and standby computers (that is, the two IP
addresses of the 192 network segment) are used for heartbeat and data synchronous

transmission between the active and standby computers. The corresponding two
4
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network cards are recommended to be connected directly through the network
cable.(or connected through a switch)
v' The virtual IP set by Rose (must be in the same network segment as the service IP)

is the virtual IP created by Rose for external clients to access the HCP platform

Network card 1 Network card 2 Rose Active IP

Server Properties

(Service IP) (Heartbeat IP) (Virtual IP)
Host Active Server 10.8.96.17 192.168.1.2
10.8.96.X
Standby Server 10.8.96.156 192.168.1.3

2.1.3.3 Network topology of Rose hot standby system

Client

Accesss HCP via Rose active IP

Switch
Host Server IP Standby Server IP
frmm———————————— R S L P S ]
| HCP+Rose Hot Spare Syst [
I |
I [
I [
I [
I |
: Heartbeat IP :
| [
I [
I Server A Server B I
I (HCP & Rose inside) (HCP & Rose inside) :

s g S S S ——— R —— - -

2.2 Product form supporting hot standby

Product form Remarks
Non heterogeneous deployment of HCP Most common scenarios
database
HCP database heterogeneous Both database and HCP can be
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deployment configured with hot standby

Data transmission is required for the

API. When OpenAPI is independently
OpenAPI+HCP deployed together
deployed outside the HCP server, Rose

hot standby is not required

SAC+HCP Hot standby is required

SMS Separate hot standby for streaming media

2.3 HCP Installation Guide (here only for Windows system)

[Note]: The active and standby machines must ensure that the system disks are
under the same drive letter. If the system disks of the active and standby machines
are under different drive letters, the paths of the fnood of the active and standby
machines will be different, which will cause the data backup of fnood to fail. The
data stored in fnood is about license activation. If the data is not synchronized

correctly, the platform may become unavailable.

2.3.1 Centralized deployment

Run HCP installation package

HikCentral Professional
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Select the custom installation, check the services to be installed, and select the image

hot standby installation mode

[Note]:

1. HikCentral Server is required

2. HikCentral Control Client can be selected according to individual needs
(HikCentral Streaming Service cannot be installed together with HikCentral
Server)

3. Select the image hot spare mode for installation

BENE v

If the hardware performance of the current server does not meet the requirements of

HikCentral, the following prompt will appear:
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HikCentral Professional

e T =SS

3) Installation path of database

The default database installation path is shown in the figure. If you change the

installation location of the database, you need to synchronize it in Rose's configuration
later.
4) Installation complete

[Note]: The path of the fnood folder will be used when configuring Rose.However,

8
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the fnood folder will not be generated automatically after the platform is installed.

You need to open the watchdog to pull up the service and generate the fnood folder.
» Open the Windows system service interface, set the BeeAgent service to automatic

or manual as required, and start the service.

B » mu

a

BeeAgent Service
mEE

S8

Besigert Senvce
[

i v
(3 SO Server EREEE

AEBIRE D B ABERTORERSE
Ak 55 B AR wns=

HikCentral Professional 8686:7664:7662:15310:15443,

3rd Party Device Access Gateway

Extended Device Access Service

JE1TRYIE:

0 J< 00:03:56

FHBE = ENEE

At this time, other HikCentral services are running normally, and the active and standby

platforms can log in normally.

2.3.2 Deployment of different machines

HCP 2.4 supports the deployment of databases on different computers. If the
deployment is centralized, this section can be skipped

[Note]: Different machine deployment means that the database and HCP
9
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programs are installed on different servers, and the database server and HCP are

connected through the network. Other configurations are the same as centralized
deployment. The two scenarios of different machine deployment with Rose are as

follows:

> When the database is not hot standby, it is shown as follows:

> The hot standby deployment of the database is also shown in the following

figure:

10
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2.3.2.1 Platform installation and deployment

> When the database is not hot standby:

v’ At least three servers are required, two of which are used as active and standby
machines to install HCP, and the image hot standby is selected, as shown above
Centralized deployment, and execute the installation configuration of Rose
and HCP image synchronization configuration.

v’ The other server acts as the database service manager. When installing HCP,

select the following:

11
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> When the database is also hot standby:

Then execute the installation configuration of RoseReplcator Plus and HCP image
synchronization configuration.Note that when setting binding data, you only need
to check BeeAgent and PGData.

2.3.2.2 Switch to different machine deployment

» Bring Rose

» Refer to the document HCP Database Distributed Deployment
The link is as follows:

https://hiknow.hikvision.com.cn/kms/kms/multidoc/kms multidoc knowledge/kmsMultidoc

Knowledge.do?method=view&tdld=17e0fd7668bb70e348de2bad3e499¢2¢e

[Note]:

[1] When filling in the database whitelist, you need to fill in two IP addresses
of the active and standby HCPs.

[2] If the database is also hot standby, HCP should fill in the virtual IP of

the database hot standby when filling in the database IP.

12
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AgentREEE ., JRBTIRSSISRONER.
i L FHEE B asnss S ohekpni R
i 555 #2245 ° ° "

HikCentral Professional RE-ERR WO e

HiEFERER

hEEERIP

hEmRESP

I={THE

0 X 00:00:08

FHil.8zh

2.4 SAC Installation Guide

This step can be adjusted if SAC is not required.

Install the SAC service on the two servers respectively. Note that the hot standby mode
should be selected for installation. If rose is hot standby before installation, it must be
taken out before installation. After installation, you can try to visit XX. XX. XX. XX.XX:
9012 in the local browser to see whether you can enter the sac web page. If you can
enter, the installation is successful. The first login password is HIK88075998.

[Note]: In the case of hot standby, HCP needs to use virtual IP when adding SAC.

HikCentral Professional

13



H I K VI S I 0 N Rose Failover Solution HikCentral V2.4 0372023

VSR REEEE A

2.5 Installation and configuration of RoseReplcator Plus

2.5.1 Installation of Rose software

Install Rose in the same way on the main engine and the standby engine, and the specific
steps are as follows:

Run the installation package with administrator privileges, click Next

ﬁl RoseReplicatorPlus for oversea — X

) Rose

datasystems

RoseReplicatorPlus

Copyright ® Rose Datasystems Inc.

After entering this interface, continue to click next

14
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ﬁ RoseReplicatorPlus for oversea — >

Wel to the Setup Wizard -
elcome to the Setup Wizar tﬂ‘. ose

d  datasyst

The inztaller will guide you through the steps required to install RozeR eplicatorFlus for oversea on
waur conmputer.

WARMIMG: This computer pragram iz protected by copyright law and international treaties.
IJnauthorized duplication or distribution of thiz program, or any portion of it, may result in zevere civil
ar criminal penalties, and will be prozecuted ta the maximnum extent pozzible under the law.

Cancel ¢ Back

Enter the installation wizard and fill in the user name and company name

Pt

17 RoseReplicatorPlus for oversea

Customer Information t;-nl Ose

/] datasyst

Enter your name and company or organization in the box below, The installer will uze thiz information
for subzequent inztallations.

M arne:
|]-IIK

Organization:

|]'[ik1.risinn

Cancel < Back

You can customize the path for selection, but it is recommended to keep the default.

15
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Anyone who uses a computer can use Rose

17 RoseReplicatorPlus for oversea - x

Select Installation Folder :,}\' ‘QOSC‘

2 datasy

The installer will install BozeR eplicatorPluz for oversea to the fallowing folder.

Toinztall in this folder, click "Mest". Taoinzstall to a different falder, enter it below or click 'Browse'".

Folder:
C:%WFrogram Files\ReplicatorPlush Browsze. ..

Diizgk, Cozt...

Install RoseReplicatorPlus for oversea for yourself, or for anyone who uses this computer:

(®) Everyone
) Just me

Cancel < Back

Select the software modules to install according to the actual needs: (It is recommended
to install them)

a) The RoseReplicatorPlus for over sea Server module provides Rose services
and needs to be installed on the host and standby machines.

b) The RoseReplicatorPlus for overseas Control Center module is a
configuration client. It is reccommended that both the active and standby
computers install the client.

¢) The RoseReplicatorPlus for over sea API service module serves as an API
interface. It is recommended that both the active and standby machines be

installed

16
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17 RoseReplicatorPlus for oversea

Select Installation Features

Pleasze select which features you would like to install.

------ RoseReplicatorPlus for oversea
--------- =-| RoseReplicatorPlus for oversea Server

| --------- =3-| RoseReplicatorPlus for oversea Control Center

j - =] RoseReplicatorPlus for oversea APl Service

Cancel

¢ Back

Click Next to confirm the installation

17 RoseReplicatorPlus for oversea

Confirm Installation

Click "Mewt' to start the ingtallation.

Cancel

< Back

.l'

‘?

The installer iz ready ta inztall BozeR eplicatarPius for oversea on wour computer.

ROS

After reading the progress bar, click Close to complete the software installation

17
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#7 RoseReplicatorPlus for oversea — x
Installation Complete -
2)\.ROse

L4
2  datasystems

RozeR eplicatorPlus for oversea has been succeszsfully installed.

Click "Cloze" to exit.

Cancel ¢ Back

[Note]: Try to use RoseReplicatorPlus for Oversea-5.8.0-1783.22123-Windows-x64
and above. If you are using an old version of Rose, you need to find the X: client RCC
folder in the installation path of the Rose software after the installation is completed,
right click to open rcc.bat, and add "- advance" at the end of the last line (the content to
be added is a character in double quotation marks, with a space at the front). This is to
open unconditional takeover, in this way, when the files of the two machines are
inconsistent, an exception occurs, and the standby machine can be successfully
switched. You need to modify the files in the rose installation directory of the active

and standby machines respectively.

M #E  HE

f )
© v L » EEEE v BEES () b Program iles | ReplicatorPlus b client » RCC | v o] [E=Rec
A = - #HEs =] o
» TE 1 help 2015/7/7 15:58 MigE
| ) L lib 2020/3/24 14:13 pret=od
| EEAERE Lires 2020/3/24 1413 Tfis=
help 2018/3/27 9:39 AR 11,229 KB
N . <,
N emE | ]rec 2018/3/27 9:38 )gf’-t 1KB
rec I 2018/5/31 1321 Windows #tAHE... 1KB
i pIm

18



HIK VISI ON Rose Failover Solution HikCentral V2.4 0372023

Edit Search View Encoding Language Settings Tools Macro Run Plugins Window ?
DEHBRGE s BD delny a2 ER 1 EREpee 0D BB
rcc.batml

1
2
3
s
=
6
)
8
9
]
1
2

fecho off
set CURRENT PATH=%-~dpl
if NOT EHIST "%CU'RREN'[‘_PA'[‘H%\. Ajrem |
echo Configure for GUI on first started.
start "Configure GUI"™ /D "%CURRENT PATH%.." /I /WAIT /MIN jre.exe
)
if NOT EXIST "%CURRENT PATH%\help" |
if EXIST "%CU’RRENT_PA'[‘HQ\help.exe" {
start "Configure GUI for help" /D "%CURRENT PATH%" /I /WAIT /MIN help.exe
)
]

start /D "%CURRENT PATH%" /B ..\jrel\bin\javaw -classpath ".\lib\rcc.jar" ControlCente

2.5.2 Configuring RoseReplicatorPlus

2.5.2.1 Network Configuration of RoseReplicatorPlus

Run the Rose client, as shown in the figure, and the configuration wizard will pop up

automatically. Follow the prompts to start configuring Rose

Configuration Wizard x

© Configuration Wizard Configuration Wizard
@ Active Server

(@ Standby Server Welcome to use wizard. This wizard will help you to create application service step by step.
@) Link Configuration
@ Resource Group Name

-
©
o
®
_/E:
’_:i:

Prev

Select Add a new Server in the Active Server interface,

Then fill in the host IP (e.g. 10.8.96.17) and Rose's default communication port (i.e.

7330) and click Next to enter the next step
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Configuration Wizard >

30""“9-'"’"” i Active Server
Active Server
@ Standby Server Active server s a server whose application service is in active state. At first bringin, you can select an

@ Link Configuration

existing server or a new server as Active server. If itis a new server, the configuration wizard will add it
to control center.

() Select a server

Server: | PC-PUBGJCP29 ~

(@) Add a new server

Server:|10.8.96.17
Port 7330

‘ Prev |[ Mext § | Finish | Cancel |

Select the login account in the login window, and select Rose's built-in account: Build

in Account by default (user name: admin initial password: admin if you need to modify,

please refer to Rose Build in Account Password Modification)
If you select Operating System Account, that is, the operating system user, the user
name and password are the server account password. Click OK to complete the

login.(You can customize whether to save password and log in automatically)

B4 Configuration Wizar:

By Config Wizard %

[ T Active Server

© Active Server

Q) Standby Server Active server is a server whose application service is in active state. At first bringin, you can selectan

@Link Configuration existing server or a new server as Active server. Ifitis a new server, the configuration wizard will add it
e e to control center.

() Select a server

Server. | NB-HZ20219289 ~

Login X

Server(E) ‘NELHZZOQW 9289 |

Login Type: Built-in Account ~ |

User Mame: ‘admln |

Password: ‘ |

[] Save password [] Auto Login

Next Finish
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Lagin *

Server(E). | NB-HZ20219289

Login T_\rp}e: Operating System Account w

User Mame: | Administrator

Passwaord:

[+] Save password [ ] Auto Login

QK cancel

After successfully logging in, go to the Standby Server page (the same as the host
configuration interface), select Add a new Server, fill in the standby IP (for example,
10.8.96.156) and Rose's default communication port (that is, 7330), and click Next to

enter the next step:

Configuration Wizard X
© Configuration Wizard Standby Server

© Active Server

@ Standby Server Standby server is a server which application semvice is in standby state. At first bringin, you can select
@ Link Configuration an existing server or a new server as standby server. Ifitis a new server, the configure wizard will add

it to control center automatically.

(@ Selecta server

Server: | PC-PUBGJCP29 % |

(O) Add a new server

Sewen|1u.s.gﬁ.155 |

Port: |?330 |

Next Finish

The login interface here is the same as that of the host. You can select the default

account or the account of the operating system:
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If you select the default account (username: admin initial password; admin)

If you select an operating system account (the user name and password are the

system account password of the server)

Click OK to complete the standby login

2.5.2.2 Rose software authorization activation

In the project, the hardware dongle is usually used to activate the server, and the dongle
is inserted into the USB interface of the active and standby computers. If the indicator
lights up normally, the step of setting the license will not appear during software
configuration, for the test project or if the hardware dongle has not been obtained, you
can obtain the host ID of the two hosts and send an email to the rose manufacturer's

contact person (wei.ye@rosedata.com) Obtain temporary authorization (valid for 1

month)
Configuration Wizard b
& Configuration VWizard License
(&) Active Server
@ Standby Server WIN-A051HHOOTRK DESKTOP-VGJ411T
© License J.. The product node authorization is y.. The product node authorization is

©Link Configuration 0% not available MR ot 2vaianie
&) Application Type

(&/Bind Data HostiD: | I HostiD: | I |

2IP Resource
Sy 3 Expiration: Expiration:
I MT Senice Resource

=/ Configuration Detail License (S) License (S)

Finish Cancel

After obtaining two licenses, please activate the HOST IDs of the active and standby
machines respectively according to the activation method shown below.
Click "License (S)", select the Rose License file and import it to complete the activation

of the active and standby machines, and click next
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v| g @E-

Open
Look inl) |- Desktop
Y <@ OneDrive
s‘%ﬁ & Administrator
Recentliems = This PC
i~ Libraries
¥ Netwark
- | Wireshark
o _|
Documents
This PC
D renemery |
NEWOrk  Fiies oftype(): | ~ic

v| | Cancel ‘

The expiration time will be displayed after the activation is successful, as shown in the

figure

Configuration Wizard

© Configuration Wizard License
© Active Server

NB-HZ20219289

" Licenge (S)

LISTEN

a The product node is authorized

D CUSM——_ |(Hos!)
e it |

' Prev \ Next ‘ Finish Cancel | §

2.5.2.3 Configuring Links

Click Next to enter the configuration link interface
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Configuration Wizard X
© Configuration Wizard Link Configuration
@ Active Server
Data & Hot
Type | NB-HZ20219289 LISTEN Eraday
Delete(D)
oo [ [ oo |
Click Add to add a link
Configuration Wizard X
G Link Configuration
et Config x

@) Ethernet (O) Serial Port

EC

[~ Data(K}) Check interval(s)

Server IP addr hbt port link port

NB-HZ20219289 [10.8.96.17 3000 |7320 | pelste

PC-PUBGJCP29 |10.8.96.156 3000 |7320 | Delste
Add Server

[ HBT Check interval(s) Max miss package count
Max miss package count

oK || cancel |

| Prev H Next || Finish || Cancel |

[Note]:
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v HBT: network as heartbeat communication

Data: network as data replication link

If there are multiple pairs of heartbeat &data network cards, please add them
all
v' Configure two types: local data; local - Heartbeat
v Link configuration suggestions: separate direct network; The IP address is a
private network segment; Priority is given to direct network configuration
2.5.2.4 Configure Resource Group Name

Resource Group Name: specifies the name of the created application service resource.

The name can be specified arbitrarily, but two application services with the same name

cannot exist in the same cluster.

User defined resource group name, others remain default

Simple Wizard: Simplify the wizard. Check this option to hide arbitration disk, shared

disk, file share, process, script and other resources in the wizard configuration

Configuration Wizard x

© Configuration Wizard Resource Group Name
@ Active Server

@ Standby Server

1@ Link Configuration Please specify the name

© Resource Group Name

Resource Group Name ‘TEST]

Simple Wizard

2.5.2.5 Setting Binding Data
Keep Bind data checked and click Modify

25



HIK VISI ON Rose Failover Solution HikCentral V2.4 03/2023

‘ Configuration Wizard X
© Configuration Wizard Local Bind Data
& Active Server
& Standby Server Set Bind Data whose application service is controlled
P Define dataset for replication
© Rule Path Rule Attributes
Batch impor...
< >
[#] Use Data Lock in Standby Server
[] Delete orphan files when verifying or mirror
[] Use verify difference
[] Auto Snapshot
| Prev | | Mext | | Finish | | Cancel |

Configure the dataset to be synchronized for HCP 2.4

The specific synchronization dataset path is:

Folder Name Database or Configuration Path

SYS ...\HikCentral\VSM Servers\SYS
Streaming ) )
Gateway ...\HikCentral\VSM Servers\Streaming Gateway
ThirdPluginServer ...\HikCentral\VSM Servers\ThirdPluginServer
WWW ...\HikCentral\VSM Servers\Web Service\www
ssl ...\HikCentral\VSM Servers\Web Service\ssl
...\HikCentral\VSM Servers\BeeAgent\META INFO check
Note: The following directories and files are not checked:
BeeAgent ...\HikCentral\VSM Servers\BeeAgent\META INFO\BeeAge
nt\runtime_script \PGData
...\HikCentral\VSM Servers\BeeAgent\META INFO\ BeeAge
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nt\ runtime_script \ComponentDetail.config

...\HikCentral\VSM Servers\BeeAgent\META INFO\ BeeAge

nt\ runtime_script \Secertkey.db

Nginx HikCentral\VSM Servers\Web Service\Nginx\conf

fnood C:\fnood

According to the configuration in the system configuration, for
example, in disk D: D: VSM4. x_Object;D:\VSM4.x_Picture (If you

have configured other drive letters, you should also configure them if

Local storage

(picture storage,

object storage)
you want to see the records)
Configuration Wizard >
2 ERTTE TR YT Local Bind Data
@ Active Server
Qaandby Servar Set Bind Data whose application service is controlled
Select Data Rule X
File Altribute
',_-‘ [+ [w] BlSenices_Pro A ~
= (- [v] @llSernvices
© [ [+ @llProcesses_Pro A
© [ vl BlPlugins_Pro A
O [ [+ BlFlugins
These three[d-CImmPGDala _ Recurse-NotExcudingTargel A |
files don t @@ @Emaintain A
nead ito be -0 ]backup.bat 2KB
selected r----l:lDComponentDetail.conﬁg UnRecurse-M... 2KB | bdify
-|w|| ]CrackinfoThreshald.config 0 KB -
[ ) GlabalConfig.config 0KB Impar...
- [ install. bat 0KB
- [ logdox properties 6 KB
- [ MasterSlaveSwitch.config 2KB
- W[ Jrestart.bat 0KB
W[ Jrestore.bat 1KB
[ [ Jrestore.te 0 KB
| -] Q Secretkey.db UnRecurse - MotExcluding... 12 KB | o
Wildcard Inclusion Rules |Ifm0re than one, separate them by "’ eg: *loghlic*;* tmp | w
[ ok | | Cancel |

[ ==& VETy UMETETICE

Auto Snapshot

Select the above datasets to be synchronized, as shown in the figure
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Configuration Wizard e
© Configuration Wizard Local Bind Data
& Active Server
© Standby Server Set Bind Data whose application senvice is controlled
(@ Link Configuration
- \ Bind dat
2 Resource Group Mame ina data
Define dataset for replication
Rule Path

D:HikCentrallVSM Servers\SY s\

D-HikCentrallWSM Servers\Streaming Gatewayl

D \HikCentralvSM Servers\ThirdPluginServer\

D HikCentrallwSM ServersWeb Semvicewwwh
D\HikCentralWsM ServersiWeb Servicelssiy
D:HikCentrallvSM ServersWyeb Semvice\MNginxiconf
Cifnood\

D\HikCentralvSM Servers\BeeAgentiMETA_INFO\ Modify
D HikCentralwSM Servers\BeeAgentMETA_INFO\BeeAgentiruntime _s criptiP
DHikCentralvSM Servers\BeeAgentiMETA_INFO\BeeAgentiruntime_scriptiCi
D HikCentrallvSM Servers\BeeAgentMETA_INFO\BeeAgentiruntime _s criptiS:
D WSM4.x_Picturel

D:WSM4.x_0Object

Batch impor...

< >

Use Data Lock in Standby Server

[] Delete orphan files when verifying or mirror
[ Use verify difference

[ Auto Snapshot

[Note]:

1) Please select the above folders separately. Do not check the entire "VSM Servers"
folder at one time.

2) After the platform is installed and started, a local storage folder will be generated
on the disk with the largest free space except the system disk. At this time, you
need to set the VSM4. x_Picture and VSM4. x_The object folder is also added to
the synchronization dataset
If the drive letters of the image storage folders in the active and standby

computers are different, go to the local login platform and modify them to the
same drive letters in the System Storage Storage on SYS Server.
If you add a customized storage resource pool to another disk, you also need to

add the VSM4. x_The object folder is added to the synchronization dataset.
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- @
Disk (2)
L « Zom
I |
60 GB Frea of 200 GB Fres
- @
P
+ Add
Mame. Ovenprite Stratagy Remaining/Total Capacity (GB) Operation
ul

3) Starting from HCP 2.3, Rose does not need to check PGData when deploying data
synchronization sets

4) If SAC component service is installed, select the folder that needs to be fully
synchronized on the two servers. Generally, you can select two component
directories: StorageAccessComponent sac bin sam conf and
StorageAccessComponent mdb data.

5) If OpenAPI service is installed and HCP and OpenAPI are on the same server (to

be installed as administrator), the following data sets need to be synchronized

during hot standb
Folder Name . Database or Configuration Path
artemis | ...\HikCentral\VSM Servers\OpenAP N\artemis\bin\artemis
redis ...\HikCentral\VSM Servers\OpenAPI\redis
. . HikCentral VSM Servers OpenAPI minio All folders except logs and
o bin minio logs
OpenDataServer ...\HikCentral\\VSM Servers\OpenAPI\OpenDataServer

6) When OpenAPI and HCP are not deployed on the same server, hot standby is
usually not required. If hot standby is required, you need to install rose to hot
standby OpenAPI; If you modify the SK information, you need to modify the SK

on the watchdog interface on the active and standby computers, or you may not be

29



HIK VISI ON Rose Failover Solution HikCentral V2.4 0372023

able to add OpenAPI

Folder Name Database or Configuration Path

. HikCentral VSM Servers OpenAPI artemis bin artemis (remove
artemis artemis portal and artemis web from the bin folder of the artemis

subdirectory)

redis ...\HikCentral\\VSM Servers\OpenAPI\redis

All folders except logs under. HikCentral VSM Servers OpenAPI
minio
minio

OpenDataServer ...\HikCentral\VVSM Servers\OpenAPI\OpenDataServer

7) InHCP 2.3 and later versions, the watchdog service and the watchdog interface are
started at the same time in the active and standby servers. If the synchronization
of relevant binary and other data under the service path is checked when
configuring data synchronization, Rose will force kill the standby watchdog
program to ensure normal data synchronization. Therefore, BeeAgent data
synchronization must be configured in strict accordance with the policies in data
synchronization, otherwise the watchdog program will be closed abnormally.

2.5.2.6 Setting Local Application Strategy

In the Policy interface, select the ‘Take over’ when data logic is consistent option, and

enable the Launch reverse data backup connection when data logic is consistent

option. Make sure that after the host goes down, the standby machine takes over the
host's services, and new data is generated during the service operation. After the host
returns to normal operation, the standby machine can synchronize the new data to the

host. If not checked, the data cannot be synchronized back.
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Configuration Wizard X
e Local Application Policy

& Active Server

@ Standby Server — [~] Shutdown takeover

[] When HBT timeout after wait snut down take over operation.

(O Take over when data is completely consistent and launch reverse data backup connection

(@ Take overwhen data logic is consistent |

[] Take over by data difference

When data difference of active server KEl,standby server won't take over applicatio...

When data difference info update time| 30 s standby server won'ttake over applications

9
./"‘
o)
%
)

1 Launch reverse data backup connection when data logic is consistent

Take over unconditionally and launch reverse data backup connection

2.5.2.7 Setting IP resources

® Click Next to enter the interface for setting IP resources

® Seclect the service IP of the host and standby machine, namely 10.8.96.17 and
10.8.96.156, and then set the active IP in the Resource (please fill in the unused
IP address to ensure that the IP address does not conflict), that is, the virtual IP
(used for external clients to access HCPs)

® (Click Add to add
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IP Resource

MIC

Server Name: |NEL—HZZUZ1 9289 |

MIC List

L I¥WLAN L LUHRWF

|_'| =
4

10.8.96.17

[[] Mpcap Loopback Adapt
|:| WLAM 169254939

]

Down

[] Auto replace MAC

0C-02-07-15-23-48 |

MIC group detail informatio

n:

*

Senver Name: | PC-PUBGJCPZ29

MIC List

10.8.96.156

Up

Diown

Senver

MIC

MB-HZ20219289

LI,

PC-PUBGJCP29

e,

- Resource

IP

@IPvd (O IPv6

|IP Address: ‘10. 3. 96,199

[] skipasSource except ActivelP

[JReplace IP  [] Auto switch back IP

IP Mask:

2535.233.253. O

[] Set Alias Resource

Fesource

Alias Mame: ‘

| OK

Cancel |

[Note]: The virtual IP and the service IP of the active and standby machines must be

the same network segment. Before setting, make sure that the virtual IP is not used to

avold IP address conflicts

Only the option of "Only send packets using the active IP as the source address" is

selected here, which is configured according to the actual environment requirements.

The virtual Mac address, replacement IP address and alias are configured according to

the actual situation.
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IP Resource

MIC

Server Name: NB-HZ20219229

NIC List
(e 2 0000 ~
[JWLAN2 DHCP

[]Mpcap Loopback Adapt

1wl AN 1RA2R4 0839 ¥
< >

(] Auto replace MAC

MIC group detail information:

Server Mame: PC-PUBGJCP29
MIC List
A 10.8.96.156

Up Up

Down Down

0C-02-07-16-04-59

pod

Senver

NIC

MNB-HZ20219289

LA,

PC-PUBGJCPZ9

kL,

rResource

IP
®IPvd (O IPVE

IP Address: 10. 3. 95.199

||:| SkipasSource except ActivelP

IP Mask: 235.255.255. 0

[ ] Replace IP  [] Auto switch back IP

[] 5et Alias Resource

FResource

Alias Name:

Cancel

2.5.2.8 Setting NT Service

Continue to click ‘Next’ to enter the NT service setting interface
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Configuration Wizard X
NT Service Resource
Configure NT Service Resource.
Display Mame Sernvice Name Start Timeout... Stop Timeout.. Priority
Parallel || Up || Down | [ Add. || Remove | [Baich impo..|
| Prev |E HNext ;| Einish || Cancel |“

Click Add, add NT services according to the following list, and then click OK

NT Service Name Priority remarks
StateService 1
Configure the active and
standby machines to start at
BeeAgent Service 2 the same time, and stop at

the same time when they

are brought out
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| Configuration Wizard X
: B i NT Service Resource
O Active Server
@ Standby Server Configure NT Senvice Resource
Display Name Senvice Name Start Timeout...  Stop Timeout...  Priority
BeeAgent Senice BeeAgent 40 40

up Down | Add. | Remove | |Batch impo..|

| Prev || MNext ‘ Finish | Cancel |

You can select it here and adjust the order according to the actual priority. Here, the
priority of StateService is higher.

2.5.2.9 Configuration details

After configuring the NT service, click Next to go to the configuration details
interface, where you can see the configured details. Please check whether they are

correct, and then click Finish to complete the configuration.

Configuration Wizard X
2 EnT T (T Configuration Detail
@ Active Server
QMMSM The detail information
Active ServerNB-H720219289 -~
Bind Data:

Include: D\HikCentralWSM ServersiSYS\
Include: DiHikCentral\WSM Servers\Streaming Gateway\
Include: DHikCentral\VSM ServersiThirdPluginServert
Include: D:HikCentral\V3M ServersiWeb Servicetwwwi
Include: DHikCentral\VSM ServersiWeb Service\ssh
Include: D\HikCentral\WSM ServersiWeb Service\Nginxconfi
Include: C\noodt
Include: D:\HikCentralWSM Servers\BeeAgentiMETA_INFOL
Exclude: D\HikCentral\VSM Servers\BeeAgentiMETA_INFO\BeeAgentiruntime_scriptPGData
Exclude: D:\HikCentral\VSM Servers\BeeAgenfMETA_INFO\BeeAgentruntime_scriphCompol
Exclude: D:HikCentral\VSM Servers\BeeAgenfMETA_INFO\BeeAgentruntime_scriptiSecretk
Include: D:AVSM4.x_Picturel
Include: D:\WSM4.x_Objectt
Replication Parameter:
Use Data Lock in Standby Server: On
Delete orphan files when verifying or mirror: Off
Use verify difference: Off

Application Type: UserDefine

Active IP: 10.8.95.199 255 255 255.0
NB-HZ20219289 Holding NIC: LA,
PC-PUBGJCP29 Holding NIC: LI3kd;

< >
Click Finish to start creating

| Prev ‘ wext | | Finish || Cancel |
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2.5.2.10 BeeAgentNT Service Attribute Configuration

After clicking Finish in the wizard, the normal Rose client will display the following
status

FaseeBR2~-0e

Propeity vaue
5o TEST NE-HZZ20218289
5 IP-TEST 10896.199/255.25
[ NB#z20210289 ® NT-StateSenice StateSenice
TEST & NT-Bawagert  BesAgent
% Dt Test
= Conneciios sto
Data Rule St TEST
Link Group
& Speedin_ 0
Link0
Mirtor stp
LenByt ]
LenTme 0
Nasd to Vet Manualy
& ([ Replication  Stop
Group: TEST = Speed. OBS Let 0B Group: TEST sentBes 0
E 2 tode sine
#op oine = _ & @ TargstSice  Swp
e - e {l Pagefila Used O
2 Host:NB-HZ20219289 [ Host:PC-PUBGJCP29

B 2023:03.07 154217
) 2023-03-07 154217 | Create the
9 2023-03-07 154217 | Create

B 20230307 154217

Wy [PC-PUBGICRZ8]

stully | PC-PUBGICP29)
iy, | NB-HZ20215289
stully [NB-HZ20219289]

Find the NT service and BeeAgent service in the upper right corner. Right click, select

Properties, and select Resource Parameters

@90

Group: TEST ) Spees 0BT Len 08 Group: TEST
ALV Ip 10896199 -
App offing = i
m e -
& Host:NB-HZ20219289 [ Host:PC-PUBGICP29

Modify the NT service attribute to start the primary and standby machines at the same

time, and stop them when they are brought out
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3.1 Establishment of database hot standby relationship

03/2023
MT Service Resource "
MNT Service Resource Resource Parameter  Additional Script
- Resource Parameter
Start Timeout(s): [240 =
Stop Timeout(s); | 240 5
StatDelay: |0 s F
Maonitar Param
Detect Interval: |5 5
[] Resource error, delay time: |5 =k
Resource restart configuration of active server
The max restart counts of resource: |3 = [ reset over |10 = |minutes.
Auto clear resource error flag
Auto clear resource error flag every |60 = minutes.
Max clearing count |2 =
Active and standby server start simultaneously
ictive and standby server stop simultaneous!y
Cancel

1) Enter Rose, enter the service IP of the standby machine in the watchdog interface

of the host machine (or enter the service IP of the host machine in the watchdog

interface of the standby machine), and enter the service IP of the host machine in

the watchdog interface of the standby machine.(The standby machine will display

the password by default, as shown in the figure below)
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HIKVISION

5 #EERTORENE

PRSI

wOs
8686:7664:7662;15310;15443..

80;443;18001-18020

54;16003;16000;16001;6678,

3rd Party Device Access Gateway

Extended Device Access Service

ETH [E:
LR = FNBE

0 < 06:02:09

2) Configure the IP information and password of the standby machine on the host

ConfirmPassword *

3) Enter the IP address of the host in the watchdog interface of the standby machine
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hEARF P

10.8.96.156

A
(i

[Note]: The standby machine only needs to configure the IP address, and does not need

to manually configure the password.After the password configuration is synchronized

by Rose, it is automatically filled in the interface.After the standby machine is

configured, confirm whether the hot standby relationship is established normally

through the hot standby status on the interface.Hot standby status is as follows:

Hot Spare Database 'ﬂ'

The database hot standby relationship is
normal. That is, the host data is synchronizing

with the standby machine

Main and
standby

units

Hot Spare Database 3:1

The database hot standby relationship is being
established. The standby machine is acquiring

data from the host

Standby

machine

Hot Spare Database ﬂ

The database hot standby relationship is
abnormal.Namely, the query of hot standby

status failed

Main and
standby

units

The status displayed by the host after configuration is completed is as follows:
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THEE @ peuEET @ O dnse  E SEERTORIEE

Rk 55 18 85 #Os
HikCentral Professional

8686;7664;7662;15310;15443...

80;443;18001-18020
554;16003;16000;16001,6678...

3rd Party Device Access Gateway

Extended Device Access Service

1% 02:55:03

3.2 License Activation

B = ENEF

Ensure that the virtual IP login platform can be used after the service runs normally

(the password needs to be reset first)

Activate the license, check Hot Spare, select the host and fill in the standby IP, or

select the standby and fill in the host IP

Activate License X

Activation Type

Online Activation

m The 5YS to be activated can connect to the Internet.
Offline Activation

|\ The SYS fo be activated cannot connect to the Intemet.

Activation Code

| 472e-f344-2909-4aba-8bf0-e56a-affb-1201 | +

I accept the term... Hikvision Software User License Agreement

Machine Environment Type

| Physical Machine w

Hot Spare

Host (T)Host (s) Spare

*Host IP Address

| 10.8.96.17
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[Note]: HikCentral only needs to activate the host or standby machine. The active and

standby machines share the license code. Multiple licenses only need to be activated

on the host or standby machine.
3.3 Active and standby server configuration

3.3.1 Hot standby configuration

1) Open the HCP server, click Basic Configuration system configuration, and click

System to enter the system configuration interface

Parking Lot

Visitor

ntelligent Analysis Security Monitoring

Attendance [»] video
Event and Alarm =y .
5§ Ewentand Alarm

Person

Passing Management

Maintenance

Menu Settings
Operation Analytics

%, Inteligent

Integrated Service

‘— Attendance

2) Find Advanced on the left, select Hot Spare, and open the hot spare configuration
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HikCentral Professional % &3 Vid Parking Lot Visitor Intelligent Analysis  Aftendance  Eventand Alarm  Person

System : Hot Spare

Hot Spars Configuration ()

Server Name (Running) Pc-pubgjcp29

=
¥ Advanced

Hot Spare

Hot Spare Property  (w) Host Server

Spare Server

3) Click the hot standby attribute, and select the machine that does not run as the

host/standby machine according to the actual situation

Hot Spare Properiy Haost Server

®) Spare Server

3.3.2 Configure server address

Click Network, select Address for Receiving Device Info, and then manually enter the
virtual IP of Rose previously configured. Otherwise, the local file storage function will

be abnormal
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Manually enter the vitural ip address here.

4 HikCentral deployment after installation
4.1 HCP 2.4 single machine is configured as Rose dual machine

hot standby

This situation applies to HCPs that have been in normal use for a period of time and

then want to deploy Rose

[Note]:

® The active and standby computers must ensure that the system disks are under the
same drive letter. If the system disks of the active and standby computers are
under different drive letters, the paths of the fnood of the active and standby
computers will be different, which will cause the data backup of fnood to
fail.(The default fnood folder is in the C directory of the system disk)

® Do a good job of the original data backup of the host to avoid the loss of the
original platform data caused by the mis-operation of the backup machine's data
to the host when Rose brings it in later.

Platform database storage path: X: HikCentral VSM Servers PGData
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® Run the HikCentral installation package on the standby machine and select
Custom mode for installation. Select the installation directory and ensure that it is
the same as the installation path of the host. During installation, check the
"Mirror Hot Spare" mode and click Install. After the installation is completed, run
the BeeAgent Service for the first time to bring all the services of the platform
together, and ensure that the fnood folder is generated in the root directory of disk
C; Then enter the BeeAgent client to stop all services and exit the BeeAgent
client; enter the service page, stop the BeeAgent Service and change the startup
mode to manual

4.1.1 Host configuration

1) Open CMD with administrator permission, cd to the following path: X: Hik
Central VSM Servers BeeAgent META INFO (disk D is taken as an exam
ple here, and the default HCP is installed on disk C), and then execute Up

dateRoseDeploy.bat

[Note]: If HCP and SAC are installed together or HCP and OpenAPI are instal
led together, you need to manually modify the "UPDATE" "0 0" "0 0" "" 1 ">
null 2>null in the UpdateRoseDeploybat script. There are three fields," 0 0 ""
00" "™ 1", and the second word" 0 " 0 "is changed to HikCentral VSM S
ervers BeeAgent META INFO\BeeAgentGUI\runtime <ServiceType>0 in Setup.x
ml under script path 0</ServiceType>the same field, then restart the BeeAgent

service and execute the script UpdateRoseDeploy.bat
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il

@echo off
echo begin upgrade rose deploy .
:update rose deploy mode

call "./../Preinstall.exe” "UPDATE" "07(}'" "1" >nul 2>nul

Change the contents in the box to the same fields

in the following file.

query result
sc query StateService >nul 2>nul
if "%errorlevel%" EQU "0" (
echo upgrade rose deploy sugcess.
) else (
echo upgrade rose deploy miode failed,please upgrade rose manually.

Encoding Language [Settings

&&= Ep@Ehnpo®| = ] Heé
ss. txt ] Setup. xml IE Setup — B xmld & Setup. x.nlijil

</RAutoLaunch>

7 H <Rose>
<1——0-3E rose 1l-fose
<Value>0</Value>
- </Rose>
<1--0 0:5Y5,0 3:¥IEERSES, 1 x: (Hl3H),2 0:5M5,3 0:0penAPI,4 0:SAC,5 0:HCP-AC --

=] <Inatalllode.
<ServiceType>0 0</ServiceType> I

</InstallNode>

-</Configs>

2) The following words indicate that the hot standby service has been successfully

installed

ent\NETA_INFO»

3) View the service list. If you see StateService, it indicates that the hot standby service

has been successfully installed
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(~) ERAEED) | G THEE

o EEEERE

IR ER©O) BEEV)

BE 48 UERSRISE 5% BF EEEs B

=5 B PD R " A

2 smphost Microsoft Storage Spaces SMP BfFIE smphost

2 SmsRouter Microsoft Windows SMS BEE#3... EfFLE LocalService...
L SNMPTRAP SNMP 2B EfFLE

4 Sogoubve BN EERES BfFLE

. spectrum Windows SHIERE BfFLE

4 Spooler 5082  Print Spooler IFEET

L sppsvc Software Protection EFLE

% SQLBrowser SQL Server Browser EFLE

L SOLSERVERAGENT SQL Server I8 (MSSQLSERVER) BFIE

% SQLTELEMETRY 7328 SQL Server CEIP B2 (MSSQLSE..  IFFDET

S SQLWriter 6168  SQL Server V5SS Writer =T

4 SSDPSRV 43484 SSDP Discovery IFEET LocalService..,
% ssh-agent OpenSSH Authentication Agent EfLE

£, SstpSve 6440 Secure Socket Tunneling Protoco.. 1EEET LocalService
.. StateRepository 2652  State Repository Service IFTEET appmodel
| . StateService 44524  StateService IEEET ;
Lstisve Windows Image Acquisition (WIAl L Imgsvec 1
i StorSve 17764 Storage Service IFEET LocalSystem...
i STREAM 14620 BeeStream Media Service =T

£ SunloginService SunloginService EfFfLL

% swsve Spot Verifier EfLE LocalSystem...
S swprv Microsoft Software Shadow Cop.. BEfFLL swpry

hsvs 35312 BeeSVS EEET

., SysMain 3668  SysMain IFEET LocalSystem...
£ SystemEventsBroker 1000  System Events Broker ST DcomLaunch

4) Open the service manager and change the HCP related services such as the

BeeAgent service to manual (BeeSYS, BeeAgent, BeeStream Media Servic

e, PostgreSQL, 3rd Party Device Access Gateway, Extended Device Access

Service;). If it is OpenApi, you need to change the artemis and OpenDataS

erver services to manual. If it is SAC, you need to change the BeeSacCom

monServer, BeeSacSamServer, and sac_Change the mdb service to manual

Ey
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4.1.2 Rose installation and deployment

Deploy and install Rose on the standby machine of the host according to the above
configuration. At this time, there is no difference between the steps of deploying Rose

and installing HCP. Please refer to Sections 2.5.1 and 2.5.2.

[Note]: Just run the Rose configuration wizard on one of the hosts or standby
machines, run Rose on the hosts or standby machines, and log in to the Build in
Account of the active and standby machines.

The configuration is completed as shown in the figure below:

ki RoseReplicatorPlus Control Center - [Kevinl] [=[am=d
System Server Private Net Data Application Service View Tools Help
2 SGCTBES 00

179 Host list
D WINH2TPTLH2QTC
3 Hik

D Em
® h

P KEVINT B WIN-H2TPTLH207C @ Target Sice stop

i Pagefie Used 0

- e - e

€ 2018-07-16 14:31:37 | Modify the Job (Hik) SuUCCess!
€ 2013-07-16 14:31:36 | Send MODIFY appiicati
€ 2018-07-16 1431
€ 2018-07-16 14:30.26 | Create e ¢

. [KEVIN |

stully. [KEVINY, GUI]
H2TPTLH2Q7C
ource (WIN-H2TPTLH207C). [KEVIN1]

4.1.3 HCP Configuration

v" Log in to HCP using the host IP, record and deactivate the license

v" Reference Section 3.2 When the license is activated again, select the hot standby
mode and specify the active and standby IP addresses as appropriate.

v Reference Section 3.3, complete the configuration on the HCP.(There is no
difference between the configuration in step 2 and that in the newly installed

platform)

4.2Upgrade the low version hot standby to HCP 2.4 hot standby

Open the Rose client, right click Bring out to bring out Rose, and upgrade the HCP on
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the active and standby machines respectively. For specific upgrade steps, please refer
to HCP Platform Upgrade and Data Migration Operation Guide
Hiknow link is as follows:

https://hiknow.hikvision.com.cn/kms/kms/multidoc/kms_multidoc_knowledge/kmsM

ultidocKnowledge.do?method=view&fdld=183440d426a7d4f3eba68ac44cb86fef

4.2.1 Upgrade HCP 1. X hot standby to HCP 2.4 hot standby

Because the overall architecture of HCP version 1. X is quite different from that of HCP
version 2.4, you need to manually modify the Rose configuration item after upgrading
to version 2.4. The 1. X database uses PostgreSQL version 9.6.13, while the 2.4
database uses PostgreSQL11.8. Therefore, if you are upgrading to version 1. X hot
standby, please contact the delivery colleague of the corresponding research and
development center.
» To view the HCP PostgreSQL version:
Open the task manager, find the PostgreSQL process, right-click to open the system
service manager, find PostgreSQL in the service list, right-click to open the
properties, and view the executable path: if PostgreSQL9.6 is displayed, the old
version of PG will be used; if 11.8 is displayed, the new version of the database

will be used.

T L) arn
0 TmEs
w5 =i
2] =S
L TiEs
== =Es

=Es
TEER
Tms

"""" * Shobebmerrmrros- =& PostgresQl nean

mE

TR PostgreSQL TIBES

TIBES

TIBES

L g

o Y ¥ =g

TIES

THES

QWave  amsee) = TEs

TMER

IBER

R

s

R

FEm £5F) 5 el

TES

WALRERES, SIRTRENSEDSD. e
ReE®
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=mEs

naEs

TWER

o A mER
TIEER

H EEEE

SREFERIOEINEACE,
i 3 72551

“DAHKCertral\VSM Servers\PostgreSQLT1 \bin\pg ctlexe” runservice

Y Esvs EmEs

HEER
TBES
TBESR
TS
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TEE
BER

LTSS SRR TS, 50 nEs
—EMEEEE R SRR, EReS. EmunE TmEs
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4.2.2 Upgrade HCP 2. X hot standby to HCP 2.4 hot standby

Since the data synchronization form of hot standby has changed from the previous full
database hot standby to the more convenient way of establishing database hot standby
through the watchdog since HCP version 2.3, there are two data synchronization sets in
this case:

1. After the upgrade, the parameters of Rose's synchronized dataset are not modified,
and the synchronized PGData is still used. In this case, Rose can be imported
directly after upgrading to version 2.4.

2. Use the method of establishing database hot standby relationship, click Modify after

upgrading, modify the dataset to be synchronized, andChapter aboveThe

consistency mentioned in, and then brought into Rose
[Note]: After upgrading to HCP version 2.4, you need to re register PG services. Please

contact the delivery colleagues of the R&D Center for specific steps.

4.3 Upgrading a low version stand-alone to HCP 2.4 hot standby
4.3.1 Upgrade HCP 1. X to HCP 2.4

Upgrade the lower version to HCP 2.4 first. As mentioned above, if the database
version is 1. X, the PG version needs to be upgraded first. In this scenario, please
contact the delivery colleagues of the corresponding R&D center. After the database
upgrade is completed, refer to Section 4.1, complete the hot standby switch when the
single machine is running.

4.3.2 Upgrade HCP 2. X to HCP 2.4

In this scenario, the only difference from HCP 2.4 single machine deployment of hot

standby is that an upgrade operation has been added to ensure the smooth completion
of the upgrade process. Section 4.1, complete the hot standby switch when the single

machine is running.

[Note]: After upgrading to HCP version 2.4, you need to re-register PG services.
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Please contact the delivery colleagues of the R&D Center for specific steps.

S HCP 2.4 External Streaming Media Deployment Rose Hot
Standby

5.1 Preparation before installation

External streaming media requires two additional servers. The server hardware, system

and network configuration should be the same as the above sections .Two additional

Rose licenses are required to be used on the active and standby machines of the

streaming media server.

5.2 Installation and deployment of HCP external streaming media

» Run the HCP 2.4 installation package with administrator privileges on the active
and standby machines of the streaming media server. Select the streaming media

service during installation, and select the normal installation mode.(Streaming

media does not need to be installed in hot standby mode)

» After installation, open the watchdog interface, and the status diagram shall be

shown as follows
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AR5 B B AR

HikCentral Professional

FH.BEN

» Open cmd with administrator permission, cd to X:\HikCentralVSM Servers\

BeeAgent directory, run install.bat, as shown in the following figure

W

» Copy X: HikCentral VSM Servers BeeAgent META INFO\BeeAgent\runtim
e _script\Services StateService.svc.config file in Pro path to X: HikCentral
VSM Servers BeeAgent META INFO\BeeAgent\runtime Script Services dire

ctory
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» Manually start the StateService service
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5.3 Rose Installation and Deployment
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The installation of Rose is completely consistent with the HCP deployment hot standby

in the above, please refer to Section 2.5.

5.3.1 Rose deployment

» Specify the IP addresses of the active and standby streaming media servers

respectively, and enter the account password. The default is admin

| Configuration Wizard

@ Configuration Wizard
© Active Server
@ Standby Server

Active Server

Active serveris a server whose application senice is in active state. At first bringin, you can select an
existing server or a new server as Active server. Ifitis a new server, the configuration wizard will add it

to control center.

(C) Select a server

Sona PO PUBGICPES

Login

Server(E) |NB—H22021 9289

Login Type: | Built-in Account

User Name: |adm|n

Password: |.....

[ save password [] Auto Login

| Prev H Next | Finish

‘ Cancel |

Configuration Wizard

Standby Server

x

Standby server is a server which application service is in standby state. At first bringin, you can select
an existing server or a new server as standby server. Ifit is a new server, the configure wizard will add

it to control center automatically.

(") Selecta sernver

seor o sCIGEE)

Login

Server(E) ‘P‘}PU BGJCP29

Lagin Type: ‘ Built-in Account

User Name: ‘admin

Password | @e8e®

[] Save password [] Auto Login

| Prev H Next | Finish

| Cancel |

» Manually activate the license and import the soft license file
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Configuration Wizard *
9Cunig|laiun Wizard License
MNB-HZ20219289 PC-PUBGJCP29
A The product node is not authorized A The product node is not authorized
o RS (o) D | (Host)
EXP: | | e |

License (S) License (S)

| Prev | [Ned || Finish | Cancel |

» Link configuration, consistent with the above

Configuration Wizard *

Link Configuration

() Serial Port HAY
Server IP addr hit port link port @
NB-HZ20219289 [10.8.96.18 + |3000 |7320 | Delete e(D)
PC-PUBGJCP29 |10.8.96.156 + |3000 |7320 | Delete

Add Server

[ HBT Check interval(s) Max miss package count
[“] Data(K) Check interval(s) Max miss package count

| Prev || Next || Finish || Cancel |

» Custom resource group name

55




HI K VISI ON Rose Failover Solution HikCentral V2.4

03/2023

Configuration Wizard *
2 O T Resource Group Name
@ Active Server
@ Standby Server
(@ Link Configuration Please specify the name
Resource Group Mame: | TEST_JJ
[ Simple Wizard
| Prev | | Next | | Finish | | Cancel |
» To set the data synchronization set, just select Stream Mdeia Server
Configuration Wizard
© Configuration Wizard Local Bind Data
@ Active Server
.@mwsﬂm Set Bind Data whose application service is controlled
@ Link Select Data Rule
File Aftribute
T T ElCaguage
-] BT TR
G- llip Speakef 8 TR
G- ] linfo
(- ] @lHikVideoBuf
G- ] Elhiklinidg i i
= & @lHikCentral
G- SEVSM Server
| Sir ]
badiify
CCIEmnstalaton 1og
- ] @lHCP Tool impaor...
-] BlFileZilla-3.51.0
(-] Elfiddlerv
[ ] @WEverything
&[] illete
[ llehome demo
-] @MDif-Scripts
G- [ @l Dict
G- B0 heaver
[ wildcard Exclusion Rules |Ifm0re than one, separate them by, eg: *logilic*;*tmp |
| oK | | Cancel |
|_| OSEVETTTY UNTETETICE
] Auto Snapshot
| Prev | | MNet | | Finish | | Cancel |

» Set the local application policy, and choose to take over when the data is
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Configuration Wizard

émﬂj;j"m Local Application Policy

@ Standhby Server — [ Shutdown takeover

[] When HET timeout,after wait shut down take over operation

(0) Take over when data is completely consistent and launch reverse data backup connection

(®) Take over when data logic is consistent

[[] Take over by data difference

When data difference of active server KEI,standby server won't take over applicatio...

When data difference info update times,standby server won'ttake over applications

[+ Launch reverse data backup connection when data logicis consistent

(") Take over unconditionally and launch reverse data backup connection

| Prev || Next || Finish || Cancel |

» Set the NT service. Note that the priority of BeeAgent service is 2, and the priority

of StateService is 1

[RS=0E *
gigi NTIk % & 5
3 B,
OEREN BENTREEE.

TR RS 4=Hh EENERE(S)  BLHiEEE)  fikRE
= (StateService [StateService (240 (240 1
; BeeAgent Service BeeAgent 1240 1240 2

[ #em || EBBu || RO | [ Fme. || BEe | [ #ESAO |

Lt || T [FERE | mE© |
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»  Click finish to complete hot standby

EERS %
OEERZ ACE VEAN{S &
EFEEhE,
& ERE, AR R T
OB
O ERBEER EFRES ——
3 £#r: TEST
$EEhE4,: NB-HZ20219289
HISESE:
B11E: D\HikCentral\Stream Media Server\
HIESHIEH

BRAZEYIAIER: On
Hla s R R AT L3 Of
BRZEFE: or

mA#EHE: UserDefine

FEzhIP: 10.8.96.198 2552552550
MB-HZ20219259 £HIFHE: AR
PC-PUBGJCP29 41 Bl

ARt

T—500 [ mRE || mEO

» After configuration, Rose interface is shown as follows

3ystem Senver Data_ Applicaton Service View Tools Help

fdgeeReR e
=8 Hostist

[Properts Valus
S TEsT PCAUBGICFZY
@ st @ PrEST 10895196 125525
= NBz20219209 @ NT-StateSerws  StaleSenca
O TEsT 9 NT-BesAgent  BesAgent
T TesT
5 = Comechion
& [/ Oata Rule Set TEST
5 Unk Group
@ Speed (s 0
@ LUnko
£ Mirce

MNeeatoverty No
[ Replcstion

Group: TEST Spend 085 Le 08 Group: TEST 3 swiome 22515
il : .
£op runcing . £ @ Taet sice
" e - e s Pagetie Used 0
£ Host:NB-H220219289 £ Host:PC-PUBGJCP29

P zortoreses | [ 1
) 2023.03-10 145843 | Tha verficabon ofhe connecion TEST is compleled time used 20z | N8-+220219289]
) 2020-03-10 14502 | Bring i e job (TEST) successady. [NS-HZ20219269]

B 2023:03-10145823 |
) 2022:03-10 145823 | Begnto suecaute verficaton of me connecion(TEST), vy mode Aways BCS  [NB-H220219269]1

P 2023:03-10 145823 | Ragcnn-t(nomal 3(srcownen) [NB-HZ20219289]
20230310 145823 | (resn)

5.4 Configure hot standby streaming media server on HCP

» Open HCP 2.4, click System Configuration, Security, Service Component

Certificate, and fill the generated key into the watchdog service of the active and
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standby streaming media servers for verification.

HikCentral Professional Video Ac ro

Parking Lot Visitor Intelligent Analy i - e vent and Alarm
@ Operation completed.

System

Service Component Certificate

@ Certificate between Services in| | =s=sss=s @

System
Generate Again

ZKOn4ANI3MXvd

© Certificate between System and Export
Recording Server

Digest Algorithm Name:

sha256

Secret Key Component:
9728284E217441FA
Service Component Certificate

Secret Key Salt Value:

97282B4E217441FA

Security Level:

2

REBFHTELWIL, BAHTREL, SNTEERER.
AR 4% %% ym 52 & TEEE EEEHST
3] e, = AT

HikCentral Professional

E{THT iE

0 5 01:11:22

FHLBED

» Open HCP 2.4, select Device, Streaming Server, and ADD, where the IP of the

streaming media server should be filled in with the virtual IP generated by Rose
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HikCentral Professional Control

Device

x@ Test_Streaming Server

Parking Lot

Visitor Intelligent Analysis  Attendance  On-Board Monitoring  Event and Alarm

*Name

Test_Streaming Server

Network Location

®) LAN IP Address

'WAN IP Address

*Address

10.8.96.198

*Real Time Streaming Port

*Network Port

*Web Client Streaming Port

*Management Port (S5L)

*Web Client Streaming Port (SSL)

“RTMP Streaming Port

*HLS Streaming Port

Streaming Server

Enable WAN Access

Hot Spare

554

6678

559

8208

443

1935

83

Hot Spare Status

[Note]: After hot standby is configured, the performance of streaming media service

will remain unchanged, which is still the scenario marked in the official website spec.

Please refer to HikCentral Professional System Requirements&Performance
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2.3 Streaming Server

Configurations
Feature Low-End High-End
CPU Intel” Core™ i5-4590 @ 3.30 GHz Intel Xeon® E-2124 @ 3.30 GHz
RAM 8GB 16 GB
18
HikCentral Professional System Requirements & Performance
NIC GbE Network Interface Card GbE Network Interface Card
HDD Type SATA-1I 7200 RPM Enterprise Class Hard Drives SATA-II 7200 RPM Enterprise Class Hard Drives
HDD Capacity 10 GB for Streaming Server Log Files 10 GB for Streaming Server Log Files
Maximum Performance
Input and Output | 200 streams x 2 Mbps input and 200 streams x 2 Mbps output 300 streams x 2 Mbps input and 300 streams x 2 Mbps output

6 Operation after Rose deployment

6.1 Application Service Resources (JOB) - Status Display

]} RoseReplicatorPlus for oversea #HElF - WIN-70-67 [= 1o .
FHE O #HEO DARSE WEW TAD HHO
Be@@EBR A SSe
CHY NS Rt |{E
[BR Y- 70-67 | =gl UserDefine WIN-70-67
) UserDefir (i IP-UserDefine  10.12.70.69
[ gy WIN-70-68 & NT-postgresql-x.. postgresql:
o1 UserDefir = MR UserDefine
SR T ] Stop
P . # 5 #HEMMIE  UserDefine
44 : UserDefine ] #E 0B RS 0B 4 UserDefine = H3RIE
FEHIP: 10127069 Tl CEMEEE. 0
GESN s 4 Link0
® #-Link-1
- e - =0 i Stop
' s o 4 w MRFT 0
£ F#H.4 WIN-7067 Z F 4 :WIN-7068 © filendia 0e
k% Manually
= &8l Stap
¢ BEFR 0
BABIRIEES 0
| fast Async
= @ BtrR Stop
EhiEE 0
< m >« m > | < m >
) 2021-09-14 09:55:53 | ABZERA UserDefine) b AR (NT-postaresal-xB4-9DRzhe  [WIN-70-68] o]
€ 2021-09-14 09:55:53 | AIRRETTELE (UserDefine)sh ETRNT-postgresql-xB4-93)/The  [WIN-70-67] =
 2021-09-14 09:55:51 | BRRS (WIN-70-67) E$% (UserDefine) Blio  [WIN-70-68)
€ 2021-09-14 09:55:51 | JFRRH (WIN-70-68) iE#8 (UserDefine) Bl&e  [WIN-70-67)
) 2021-09-14 09:55:51 | BERETER (UserDefine)hAREE(P-UserDefine)iEe  [WIN-70-68]
) 2021-09-14 09:55:50 | BIEEEEA (UserDefline)h g F(P-UserDefine)ifHe  [WIN-70-67 ]
€ 2021-09-14 09:55:50 | GIEEFIEAMNIc-UserDefine)ilizhe  [WIN-70-68] o

6.2 Application service resources (JOB) - brought in

Carry out the import operation: mount the virtual IP — start the NT service — start

the data synchronization connection
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IE%R(E) INE HR0) EEBSW NEV TAD WEH

FAE INE HRO) EABSE MEV TAED HEH

[ |fE

-y UserDefine

|E@w®mamm@e@
199 % it |E
S8 70-6 =y UserDefine WIN-T0-67
09 UserDefir . B IP-UserDefine  10.12.70.69
) win-70-68 % NT-postgresqlx... postgresql:
=4 UserDefir =5 iR UserDefine
] O
& [E AHBMDIE  UserDefine
#R45: UserDefine EE: oIS MIRE: 08 14 UserDefine ERT Ok
SELIP: 10.12.70.69 .- — C@EEE. O
BREHET Lo - Link-0 oK
- Link1 0
- e = e -

[ 44 WIN-T067

T <] ...

& EHE WIN-T068

€ 2021-00-14 10:00:57 | YrFliob (UserDefine) RS AAIES:  [WIN-70-88]

2021-09-14 10:00:57 | iFHUserDelinefIHRE5A BALTE: 255«

[WIN-70-67 ]
[WIN-70-67 )

) 2021-09-14 10:00:34 | EHUserDefinef IR LT AHEF -

€9 2021-09-14 10:00:33 | i EHUserDenne)FHEINTIIRIT LM, AREE: Bveriy [WIN-T0-67]

) 2021-00-14 10:00:32 | S (WIN-T0-67-UserDefine) SRz«
) 2021-00-14 10:00:32 | FAjob (UserDefine)zhs  [WIN-70-67]
) 2021-00-1410:00:32 | EEEhETE <UserDefines3f o cmd.0xa data:C [WWIN-70-57)

[WIN-70-68]

[m]> |||~

6.3 Application service resources (JOB) - transfer/takeover

To perform a transfer/takeover operation:

Host: Stop NT service, uninstall virtual IP, and stop data synchronization connection

Standby machine: attach the virtual IP, start the NT service, and start the data

synchronization connection

[Note]: The roles of the host and the standby machine are opposite. The machine

running the application is the host
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, - ) . - e e
RoseReplicatorPlus for oversea f#H5 0 - WIN-70-67 -[o[x]
FHRE) NG #HRO) ERES® MEN TAM 2EhH)
B GCoRRRE T e
09 EN3E [ |18
- = db UserDefine WIN-70-67
UserDefir ~® IP-UserDefine  10.12.70.68!
[ WIN-70-68 @ NT-postgresql-x... postgresal
~ @ UserDefir = iR UserDefing
o= )
<2 #hiBmMIE  UserDefine
204 : UserDefine EE 085 fIRE 0B #i#: UserDefine = fidgaeE )
.‘ EzhIP. 10.12.70.63 ®EEF. 0
| BATEIET 'Em::' L
#-Link-
- e e =[] fle
. P ] BhRET
& A WINTOET & 44 WIN-T0-68 © menE  os
o] BEEE Nn
=10 Bl die
=] 31,630
o BT 0
[ Rt Async
=@ Bir dle
o EdhisE 0
< m > € 1] (l m >
€ 2021-09-14 10:16:17 | $EEiob (UserDefine)iiths  [WIN-70-68] | L~
€ 2021-08-14 1071617 | BehifE<UserDefing=3H - cmd Dxd data’B  [WIN-70-68] |
) 2021-08-1410:16:17 | [HETISEhEER (UserDefine) b B (SAIResource)saRts  [WIN-70-68]
€ 2021-09-1410:16:17 | HETLSh#FEEA(UserDefine) hEEER (NT-postaresqhxG4-9)RET - [WIN-T0-68]
€ 2021-09-14 10:16:17 | BEINTRRF (postgresyl-x64-9. 3R  [WIN-T0-68]
) 2021-00-14 10:16:14 | #9{'C\Program FilesiReplicatorPlusibinpostgrecglbat' "postyrecqlaBd-0.3h 75000 [WIN-70-68]
6 2021-09-1410:16:14 | B¥REE WIN-70-60-UserDefine) SehftThe  [WIN-70-67] o
[

6.4 Application service resource (JOB) - offline

To perform an offline operation:

The virtual IP and service resources remain in the current running state, and Rose will

not continue to monitor the operation of resources.
The data replication connection can be stopped or not.

Execute the bring in operation to restore the hot standby state
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9 E0050% Bt |is
B 67 = dly UserDefine WWIN-70-68
UserDefir -6, IP-UserDefine  10.12.70.69
[}, WIN-70-68 ) NT-postgresglx . postaresgl:
=) UserDefir =3 #iR UserDefing
e Stop
e @ [E HHBAMIE  UserDefine
4 UserDefine . =% &E 085 dilE 0B #14: UserDefine = §igRiA o
bt EERIP 10127069 C@MEEE. 0
G LN | -Link-0 Ok
[#-Link-1 OF
= O = e &0 R Stop
. L o BEREY 0
% FH4 ' WIN-T0-67 £ EMA WiIN-7068 L mRRHE 05
o Bt No
[ERIEE-L] Stop
= 356,581
5T BASERET 0
[ 4R ASYNC
= Bt Stop
o Eh el 0
<] [ [ 1211 <] ] m > <] [ >
€ 2021-09-14 10:27:57 | &diob (UserDefine)fithe  [WIN-70-67 ) -
€ 2021-09-14 10:27:57 | BLLETE<UserDefine=5gto cmd:0x8 data’  [WIN-F0-67 ] =
& 2021-09-14 10:37:57 | [HETIELL SRR UserDefine) 8B (BAIResaurca) e [WIN-70-67 ]
€ 2021-09-14 102757 | [HETIFESEA (UserDefine)h )R B (S pADDRETh=  [WIN-70-67 ]
@ 2021-09-14 10:27:57 | HETIRESEEA (UserDemine) b E B IP-UserDefne)fithe  [WIN-70-67]
) 2021-09-14 10:27:57 | HETIRESERA (UserDenne) T B (SRepConnizhe  [WIN-T0-57]
) 2021-09-14 102757 | HAS a4 (UserDefing)iiTh» Nag cnn:2(ignoreDataStop)DiotSty) DISCARD_DATAI [WIN-70-67 o

6.5 Configuration check and modification during Rose operation

The following information can be directly observed on the right side of Rose interface
» Virtual IP address

» Bind NT service

» Binding data

= ‘ UserDefine1 WIN-AVS7RJR3GEN
> i_n_ IP-UserDefine1 10.66.75.14/255.25...
- NT-BeeAgent BeeAgent
@) NT-StateService StateService
£ 2R UserDefine1
[ == & OK
[E #dBiMIE  UserDefine1
B8t | OK
@ RE (F.. 228
Link-0 OK
=000 B erif n:
o) RRET 9,097,259
CE EE() NA
o) AR No
SRIER=L]] Replicating
2] BRER 247,811,588
onE BASIRISRFT 221,552
(P Async
& @Eﬁ@# Verifying
o ERhiER 0

Modify configuration:

[Note]: The configuration must be modified when the host or standby machine is
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brought out
v" Modify Virtual IP
The active virtual IP address can be detected on the main interface.To modify,

right-click and click Properties to modify the virtual IP address.

Property |vaiue | [
() ol UserDefine PC-HZ20103926 |
Qefin 0g4ag
@ NT Create Resource >
$ nNT-P Property
$ NT-H Delete foK
& NT-3 s \cc
& NT-Al Online
& NTK Ofmine
& NT-S
2 NT-§ o .
® NT-H S isi
5 5 Data Clear Error Flag
[<] == Connection Stop
[+] | Data Rule Set UserDefine
[=} Link Group
& Speed(d._ 0
[#]-Link-0
=1 ] Mirror Stop
i LeftBytes 0
& Left Time 0s
Needto Verify No
] ) Replication Stop

< SentBytes 58,692,181
Queued Bytes 0
% Mode Async
[5] @ Target Side Stop
w Pagefile Used 0

IP Resource X

| Additional Script

-Resource
Name: IP-UserDefine
NIC Group: Nic-UserDefine v
P
] @IPvd (O IPVE
| IP Address: 10. 9. 99.130 IP Mask: 235.255.255. 0

[] SkipasSource ex ActivelP

[] Replace IP
ARP IP
Add...
Delete
] Gancel | -
Wowen g
(NpTatati =}

v" Modify heartbeat IP

Click Heartbeat Information on the main interface to view the currently used
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heartbeat IP on the right.
o . —
-} Host Name
() (A Heartoeat Net

© Status
P Type Socket
8 Priority 0
© Interval 2

&) Max Miss 2
& PC-HZ2010.. 10.9.99.170:3000
& WIN-HMOVE.. 10.9.99.171:3000

Group: UserDefine < Speed: OB/S LeMt 0B Group: UserDefine
Active ip- 10.999.150 i
App offine
L L
g Host:PC$120103926 [ Host:WIN-HMOVSNDOCVR

If you need to modify, right click the host name and select Link Configuration to

add or delete or modify the existing configuration.

Property

Link Config

- Status

-G Type Socket
- {fl) Priority 0
D Interval 2

@) Max Miss 2
@ PC-HZ2010.. 10.9.99.170:3000
@ WIN-HMOV9... 10.9.99.171:3000

2 INetconfig x
lq = =
22 X RS
P @Emene]  senuPot
Cluster.
:: Server 1P adar ok podt LKVJDU!"I
PCHZ20103926 10999170 v|7320 Deiste e | PC-HZ20103926 WIN-HUOVSNDOCVR AdoA)
WIN-HUOVINDOCVR 10.9.99.171 v|m320 Dalote s
Locakhbt 109.99.1703000 10.9.99 171:3000 [Ciearo ]
Delete(D)
— oK Cancel
L
Add Secvet
Check intenvai(s) 2 Max miss package count 2 £l Host:WIN-HMOVONDOCVR
BT
ata
oK Cancel

|
v" Modify NT Service

66



HIKVISION

Rose Failover Solution HikCentral V2.4

03/2023

Click specific NT service to delete

L4 IP-UserDefine

£ @ NT

& NT-HikC

& NT-3rdF

& NT-ADS

& NT-KPS

& NT-SYS

& NT-SWN

& NT-HikC

£} ¥ Data

[=] == Connection
[} | DataRU
[=}-Link Group

& Snead(h

Right click NT and select New to create a new NT service. Select a specific

10.9.99.150/255.25

BastareSn
Create Resource > K
Property
Delete
Online

Offline

Detach

Clear Error Flag

n

service name and click OK to add an NT service.It is usually unnecessary to add

other NT services.

NT Service Resource

Resource
Hame: NT#1
NT Sendce Name{M)

] Kill service when stop ime out

1}
NT Senice Resource  Resource Parameler  Additional Seript .
K

Property | vaiue |
SN T, FENTCETY Rt -
x

[ Step the dependent NT senice when Be sendce is stopped

——={ DependResource
{ [ IP-UserDefine
= | N 0l

[ NT-HikCantralOpenSOK

EH [ NT-3raPaityDeviceAcces s Gateway

CnT-40S
[CINT-kPS
[InT-8v5
[INT-5Wus

] NT-HikCerntralProfes sional STREAM

v' Modify Binding Data

Right click the connection and select Modify View. Select data and modify to

modify the binding data.
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N

Modify Application Service X

|Policy Scheduled task

[] Bind data
Rule Path Rule Altributes

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock

D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock
U D:\Program Files (x86)\Hi... Include Recurse ExcludingTargetLock
eif CMnood\ Include Recurse ExcludingTargetLock -

C\WSM4 x_Picture\configh Include Recurse ExcludingTargetLock Modify
[ |
st

[ Verify after Application Service Takeover

[ Use Data Lock in Standby Server

[] Delete orphan files when verifying or mirror
as

oK Cancel

as

cessfully. [ WIN-HMOVINDOCVR ]

6.6 Rose Build in Account Password Modification

When Build in Account is selected but no operating system account is selected,
the default password is admin. If you need to modify it, the operation steps are as
follows:

v Open the account.exe file under the path X: ReplicatorPlus bin and run it as an

administrator.
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IFBE > AR (C) > Program Files > ReplicatorPlus

OneDrive -

cluminfo.dll
Jerify.dll

BN PC-UNDEFINED

v Select 1 from the main menu in the pop-up command prompt, configure the client

management account, and then press Enter

v" Continue to select 1, set the admin account, enter the user name as admin, and

press Enter
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account.exe

v Enter the new password to be set and confirm. After the prompt of successful

modification appears, the password has been successfully modified

» ' C:\Program Files\ReplicatorPlus\bin\account.exe

Main Menu

1. Configure client management accounts.

2. Configure user account to run application.
Select:1

Configure client management account
1. Set admin account.
2. Set monitor account.

username :admin
[password :3eeae

reneat I HRMRN

Change successfully? [C:\Program Files\ReplicatorPlus\bhin\..\etc\cliusers.conf]
Configure client management account

1. Set admin account.

2. Set monitor account.

6.7 Modification of SYS image storage path and system backup

file storage path

v' Take the active and standby machines out of the hot standby
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i%} WIN-A051HHOOTRK

e

i

i DESKTOP-VGJ411T

Bring In

Take Over

Fail Over

Data >
Resource >

Modify / Preview

Link Config
Hbt Status

Delete

Backup Configuration

= ®

Open the system service on the host, find the BeeAgent service and start it

& rEER — m} e
TR BER) EB(WV) EEH)
ea|nmEBc=HE > 0w
A& s o BE B
o "
v é““lﬁ - BeeAgent Service = mE ke mmsm as [EBS -
@ g’;ﬁﬁ G Microsoft Edge B8 1. iR SAEER.. 2 Bz
E =] Yo +
] P g_igﬂ%{ﬂﬁﬂ?% G Microsoft edge B f.. IR FAEE.. 2 | gengent Service L
. == S Acti ller (AxInstSV) Fhh .. =) 3 -
& FEEAE \_\‘)_Actwax Insta =z N
o @ 8 i Agent Activation Runtime... Runt.. IEfE.. &) -
| 1 pgmms ] 1 Allloyn Router Service .. FIREE. 2
1. £ distributed d?pluyment and £ App Readiness = ES] Z
- pasE upgrade service. G Application Identity B RS 1
v b BENONERS G Application Information M. [Fif. ZMEE. 2
- & Application Layer Gatewa... 73 In... Fah #
WMl & Application Management  i... Fa Z
B SOl Server BEEEE Gk AppX Deployment Servic.. 398.. IEfE. Faif@E. #
GhAssignedAccessManager... Assi.. FRME.
G Assig g
CLAVCTP BB =2. [FE. FHEs. 2
Gk AzurehttestService . B3 E:
£:Background Intelligent T... &H... Fz k-
& Background Tasks Infras.. . I[Fff. = Z
G Base Filtering Engine E¥. IFE. B k-

eeAgent Service

BitLocker Drive Encryptio.. BDE.. FaREE. 2
Gk Block Level Backup Engi.. Win. Fa E:
' Bluetooth User Suppert .. The .. FREE. 2
&xBranchCache IHER... Eil [
&k CaptureService_16d642 i Fa %
G Certificate Propagation /.. IEE. FaEs. %,
< >

< >

B e/

T (AR PSTOT ] PStom T

v’ After all the watchdog services are running normally,

open the HCP server, click

Storage, store on the SYS server, customize and modify the drive letter to be

changed
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HikCentral Professional \ rol

Parking Lot Visitor Intelligent Analysis  Attendance  On-Board Monitoring

For system security, you can only edit it via the Web Client running on the SYS server.

Bystem

Storage on SYS Server

Local Storage Configuration
@ Enable Local Storage

Picture Storage

@ -Storage Location Disk (3)

Event and Alarm

=l Storage
- G\ - D\
Storage on SYS Server | |
13 GB Free of 146 GB 124 GB Free of 170 GB
- E\
|

96 GB Free of 159 GB

© Set Quota for Pictures

*Storage Quota

File Storage

Person

v Click Maintenance and Management on the upper right side of the home page to

modify the storage path of the backup file to the path of the asynchronous dataset

2022-06-07(Trial Period)

[S] License Details
4y Update License

(") Deactivate License

| [ Back Up and Restore System Data

[ Export Configuration Data
L, Desktop Client(2.2.0)

) About

Remaining/Total Capacity (GB) Operation

135/276 im|

Custom backup schedule
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Back Up Restore x
Type
O]
©

Configured Pictures
Received Events
Received Alarms
Video Analysis Data
Maintenance Data o

Vehicle Entering/Exiting Records
Payment Records

Parking Records

Third-Party Data

How Often

Monthly w

Which Day

1 i

When

0:00 v

Save to

D\HikCentral\WSM Servers\SYS\Backup

Max. Number of Backups *

2

m Save and Back Up Now Cancel

7 HCP function verification

v" Rose, pick up the host
In the Rose client, right click the host interface and select Bring in to view the
service status of Services. HikCentral's services are brought by Rose and the
platform is running normally
At this time, you can use the virtual IP to log in (under Rose hot standby, you will
use the virtual IP to log in to the client. The virtual IP is equivalent to the IP of the

active and standby machines. You can log in as long as any server on the active
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and standby machines is running normally)
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After the host is shut down (shut down or disconnected), Rose takes the initiative

to bring up the standby service

MNotice

SYS host server exception,
At 2019-04-19 16:48:09, the system has switched
to spare SYS server DESKTOP-VGJ411T.

Do not prompt again

Close

74

At this time, you can verify whether the following functions are normal: (Preview alarm



H I K VI SI ON Rose Failover Solution HikCentral V2.4 0372023

playback TV wall)

N
N 03-10-2022 Thu 14:01:22

5555555
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HikCentral Professional Conts ent B Alam Center 5 Event & Alarm Search

Mark  Name Trigger Alarm Alarm Priority Triggering Time (Cli.. © Region - | Source Trigger Eve

Triggered By

Event & Alarm Name

8 Description of automatic switching scenarios

Rose will automatically switch businesses in the following scenarios:

® Host downtime

® Host service network disconnection

® The NT service of the host fails to start for three consecutive times

[Note]: When the heartbeat connection is interrupted, as long as the service networks
of the active and standby machines can ping each other, the switch will not occur.The

switching time is about Imin. The switching time is different under different
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abnormal conditions. When the host goes down, the standby does not need to wait for

the host service to stop, so the time will be slightly less. When the switch is executed,
the platform cannot log in, and all business data such as alarms reported by the device
will be lost.In the project, the normal operation of the server should be ensured as far
as possible, and the server with higher configuration should be used to reduce the
switching time.

1. Ifthe heartbeat network cable is disconnected, it will not be switched because it is
used to save heartbeat and data synchronization. If the network cable is disconnected,
it will not affect service access. Even if it is switched, data synchronization will not be
performed, so it will not be switched

2. The re-establishment of the database hot standby needs a certain amount of time.
The larger the data volume, the poor disk performance, and the poor network will
lengthen the establishment time of the database hot standby (the time when the hot

standby status on the watchdog interface turns green)

9 Common exception handling

9.1 The image is always in the verification state

15030 [WIN-1300S01T4MS )

B SOONGAR 1H AL A% |

As shown in the figure, sometimes this exception occurs. The image verification is
always in the "writing" state, which means that a process occupies a file to be
synchronized, and Rose cannot access the file, so it cannot be verified all the time.
Solution:

1) [Ifit is a normal file
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Find the corresponding process in the performance monitor of the standby machine and

kill it temporarily. In this way, the file is released and rose can synchronize. After

synchronization, ensure that the service just killed is started.

2) Ifit is an. exe file, restart the Windows event log service of the standby machine.
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9.2 Server migration

Recommended steps for server relocation:

» Start the host "RoseReplicatorPro Control Center", log in to the cluster host, select

the application service,

Open the right-click menu and execute the "Bring Out" command
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» Shut down the operating systems of the host and standby. Move the physical
hardware of the primary and standby machines to the new machine room.

» First, check whether the network and other physical links are fully connected, start
the active and standby operating systems, and confirm that the active

The network communication between the standby computers is normal, and whether

the business applications work normally.

» After confirming that the previous steps are normal, start the "RoseReplicatorPro
Control Center" and log in to the cluster host,

Select the application service, click the right-click menu, and execute the "Bring in"

command

9.3 Reasons for Failed Resource Switching

Manually execute the resource switching operation. The main reasons for the resource

switching failure are as follows

» The automatic synchronization of data has not been completed yet. The switch can
be successfully executed only after the automatic synchronization of data is
completed

Resource operation.

» Data synchronization is automatically started. For example, data synchronization
is automatically started when resources are brought in;

» Data synchronization will be automatically started when some read/write failures
occur.

» The resource startup of the standby host failed, causing the resource to fail back to
the original host.By viewing the standby machine log,

Analyze and check what resources failed to start on the standby host side.

» The data replication connection of dual computers is stopped (the data replication

connection is "gray")

9.4 How to configure the system's own firewall

» In the actual application environment, if the server is in the intranet, it is not
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required that the server must be set with anti
Firewall and other network security software can be turned off and set to never start.
» To start the firewall of the operating system, please open the following ports and
network communication permissions:
TCP: 7320. 7330
UDP: 7340, 7350 and heartbeat network heartbeat port
ICMP: Open ICMP (ping) packets of all network interfaces.
Windows system: Start ->Management Tools ->Windows Firewall with Advanced
Security ->Inbound Rules
-Public ICMP, just start it.
Linux system: edit/etc/sysctl.conf to adjust net.ipv4.icmp_echo ignore all=1
(1 means that O is prohibited. It means that you are allowed to save and exit the
execution of sysctl after modification. - p enables the configuration to generate

Effective)

9.5 Heartbeat icon status is error

Check the following possible factors:

1) Check whether the heartbeat IP communication of the two hosts is normal.

2) Check whether network security software such as firewall is installed on the two
hosts, and close it if any

3) Firewall or modify the network security configuration to allow heartbeat port
communication.

4) When setting some necessary network communication ports for RoseReplicatorPro,
the set ports are

Occupied by other services of the system, port conflicts and inability to bind ports cause
heartbeat

No way.

5) Check whether the License is expired or invalid

9.6 Cannot obtain heartbeat network
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Cause of the problem: Install Rose first and then configure the network.

Solution: resource group ->link configuration ->create interface, execute refresh

operation to identify the new network configuration.

9.7 When HCP and pStor are deployed on the same server, the

establishment of database hot standby relationship is affected

Cause of the problem: The HCP watchdog failed to establish the database hot standby
relationship when it was disturbed by the pStor database.
Solution: HCP 2.4.0 executes database script solution, HCP baseline version 2.4.1 is

repaired
10 Precautions

10.1 Precautions for manual switching

User must wait until the status of the watchdog interface is marked as green (streaming)
before you can manually switch. If it is red, you cannot manually switch.As shown

below:

Lo THAS |@ hEsRE - @ E umwn B SEES¥akEmE
Vi

AR E AR

HikCentral Professional

10.2 Error mark clearing

When a service exception occurs, an exception mark is displayed in the service column
on the right of the Rose interface, which is cleared within one hour by default; If the
environment has been restored manually, you can right-click the service on the interface

and clear the error mark in the right-click menu.
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After clearing the error mark, you need to manually restart the BeeAgent service
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